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 چکیده
 اخیرا  سنجی باشد. اهمیت اعتبار سستنی از فرآیند اعطای وام میگارزیابی ریسک اعتباری یک بخش نا

یک روش جدید ها افزایش یافته است. هدف از این پژوهش آزمون  بحران مالی و کفایت سرمایه بانک خاطر به
های هوش  ی آماری سنتی و تکنیکها روشبر باشد. بنا می ها شرکتتر برای برآورد امتیاز اعتباری  و صحیح
پردازد که این  به آزمون مدل هیبریدی می 2016، این پژوهش به پیروی از لی و همکاران، (AI)مصنوعی 

شد. جامعه آماری تحقیق با می (ANN)های عصبی مصنوعی شبکه مدل تلفیقی از مدل رگرسیون لجستیک و
. باشد می 1395تا  1389های  ی تولیدی پذیرفته شده در بورس اوراق بهادار تهران طی سالها شرکتحاضر 

شرکت  90معیارها تعداد توجه به در نظر گرفتن به روش حذف سیستماتیک بوده که باگیری  روش نمونه
 دهند که مدل هیبریدی نسبت به نتایج تحقیق نشان میعنوان نمونه پژوهش انتخاب شدند.  تولیدی به

بالاتری در سنجش ریسک اعتباری  اعتبارهای عصبی مصنوعی از  ی رگرسیون لجستیک و شبکهها مدل
 ی پذیرفته شده در بورس اوراق بهادار تهران برخوردار است .ها شرکت

 

های عصبی  مدل شبکه، مدل رگریسیون لجستیک ،ریسک اعتباری، مدل هیبریدی :کلید واژه

 مصنوعی 

 JEL: G32, G33بندي  طبقه
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 مقدمه

 را خود تعهدات نخواهد یا نتواند قرارداد طرف که گیرد می ریشه واقعیت این از اعتباری ریسک

 شود می سنجیده قرارداد طرف نکول از ناشی هزینه با ریسک این تأثیر سنتی شیوه به دهد انجام

 شود ایجاد قرارداد طرف جانب از وقوع از پیش است ممکن اعتباری ریسک از ناشی های زیان

 اعتباری رویداد یک اثر در که کرد تعریف محتمل زیانی عنوان به توان می را اعتباری ریسک بنابراین

ها در طول حیات  بانک. شود می، تحت عنوان عامل ریسک در نظر گرفته گرددصداقت  افتد می اتفاق

، عدم توانایی در تجاری، مالی ،مختلفی از جمله ریسک نقدینگی، اعتباریهای  خود با ریسک

ها چهار نوع ریسک اعتباری، از میان آن .پرداخت، نوسانات نرخ ارز، نرخ بهره و تورم روبرو هستند

در  .دنکن وارد می ها بانکریسک بازار و ریسک نقدینگی بیشترین لطمه را بر پیکره  ،ریسک عملیاتی

ای دارد، چرا که به اولین و  ویژه ریسک نقدینگی جایگاه ، ریسک اعتباری وار نوع ریسکبین این چه

کند. کاهش  ترین نقش بانک در بازارهای مالی یعنی گردآوری سپرده و اعطای وام اشاره می مهم

را  ها بانکناشی از عدم کارایی در مدیریت اعتباری و نقدینگی بوده و  عمدتا  ها بانکحاشیه سود 

(. مطالعات 1390:112بخش و همکاران،  نماید )شیرین ها می متحمل فشارهایی جهت کاهش هزینه

برده شوند. این  کار بهتوانند در ارزیابی ریسک اعتباری  ی بسیاری میها روشگذشته نشان دادند که 

 بندی شوند )لی و طبقهی جدید هوش مصنوعی ها روشند به دو روش سنتی و توان می ها روش

یابی اعتباری یا ریسک در ارز ها روشی آماری اولین و مکررترین ها روش(. 2016:343، 1همکاران

ی آماری برای ساختن ها روش(. بعضی از محققان از 2016:343باشند )لی و همکاران،  اعتباری می

؛ 1968:590، 3آلتمن ؛1963:801، 2یک مدل ریسک اعتباری استفاده کردند )مایرز و فورگی

، 7باناسیک، بایس، هافمن و لا؛ 1980:758، 6ویگینتون ؛1970: 437 ،5؛ اورگلر1968:891، 4تایور

، 10آلتمن و ساباتو؛ 2001:998، 9کروک و توماس 1989:31، 8استینیکرس و گووائرتس ؛1989:5

تری  های ریسک اعتباری دقیق مدل اخیرا های اطلاعاتی و محاسباتی،  (. با توسعه تکنیک2007:342

را  غیرخطیی هوش پیشرفته توسعه پیدا کردند که بیشتر قادرند تا توابع پیچیده یا ها روشبر پایه 

                                                                                                                   
1 Li et al., 
2 Myers & Forgi 
3 Altman  
4 Ewert 
5 Orgler 
6 Wiginton 
7 Boyes, Hoffman & Low 
8 Steenackers & Goovaerts 
9 Banasik, Crook & Thomas 
10 Altman & Sabato 
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موضوعات اصلی ریسک اعتباری، یکی از  سازی مدل(. 2016:343کنند )لی و همکاران،  سازی مدل

اند  گرفته شده کار بههای هوش مصنوعی در آن با موفقیت  آوری باشد که فن حسابداری و مالی می

. در (2008:2640، 3؛ سای و وو2008:740، 2آنجلینی، دی تولو و رولی؛ 2000:1133، 1)وست

ی آماری سنتی و ها روشبینی هیبریدی، که ترکیبی از  ی پیشها مدلهای گذشته،  سال

بینی بهتر از هر یک از دو جزء پیشنهاد  باشند برای توانایی پیش های هوش مصنوعی می آوری فن

( 2008:103) 4(. برای مثال، در مهندسی محیط زیست، شافر2016:344شدند )لی و همکاران، 

تر از مدل هیبریدی  مدل رگرسیون لجستیک پائین بینی پیشنشان داد که صحت 

ANN/LOGISTIC ( نتایج مشابهی را هنگام پژوهش بر روی 2009:8340) 5د. لینباش می

ی ها شبکهکه  شد میآورد. در آن زمان گفته  دست بهیی که از نظر مالی درمانده بودند، ها بانک

ی هیبریدی در ها مدلی آماری استاندارد برسد. و ها تکنیکعصبی ممکن نیست به ثبات 

(. حجم مطالعات 2009:11، 6کاربردهای مشخص ممکن است ارزشمندتر باشد )پالیوال و کومار

های  آوری ی آماری سنتی و هم روی فنها روشیازدهی اعتباری هم بر روی ی امتها مدلگذشته در 

ی ریسک اعتباری هیبریدی در ادبیات ها مدلهوش مصنوعی تمرکز دارند و شواهد کمی در مورد 

(. هدف این پژوهش این است تا یک مدل ریسک اعتباری 2016:344وجود دارد )لی و همکاران، 

ANN( که ANN/LOGISTICهیبریدی جدید )مدل هیبریدی 
را با روش رگرسیون لجستیک  7

ی تولیدی پذیرفته شده در بورس اوراق بهادار تهران ها شرکتدهی به  آمیزد را برای وام در هم می

ی ریسک اعتباری ها مدلال اصلی پژوهش این است که آیا عملکرد ؤبراین سپیشنهاد دهد. بنا

ی آماری سنتی بهبود ها روشترکیب آنها با  وسیله بهد توان میآوری هوش مصنوعی  مبتنی بر فن

 یابد.

 

 

 

 

 

 

                                                                                                                   
1 West 
2 Angelini, di Tollo & Roli 
3 Tsai & Wu 
4 Schafer  
5 Lin 
6 Paliwal & Kumar 
7 Artificial Neural Network 
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 مروري بر پیشینه پژوهش .1

 

 مفهوم ریسک اعتباري

  باشد می اعتباری پرتفوی یک با متناظر ریسک بینی پیش بالقوه روش یک اعتباری ارزیابی ریسک

 های پرتفوی ریسک ارزیابی برای مالی اتمؤسس وسیله به توانند می روش این بر مبتنی یها مدل

 مالی ریسک مدیریت در مهم موضوع یک اعتباری گیرند. آنالیز ریسک قرار استفاده مورد اعتباری

 های نگرانی و مالی بحران علت به باشد. می آن بر مالی و بانکداری صنعت عمده تمرکز و باشد می

 استفاده برای ها بانک برای مقرراتی احتیاجات بانکداری، نظارت در بال کمیته مقرراتی و قوانین

 متشکل ای کمیته شد. ایجاد سرمایه تخصیص کارآیی ارتقای برای اعتباری ی ارزیابیها مدل از خبره

 استانداردهای و راهنماها مختلف، کشورهای از بانکداری صنعت و مرکزی بانک های نماینده از

 (.20011:5477است )خاشمن،  کرده ارائه ها بانک اجرای برای را وسیعی

 بازارهای بر نظارت یها روش و ریسک مدیریت یها روش و بانکداری صنعت تغییرات خاطر به

 سرمایه کفایت چارچوب عنوان به را گرفته قرار نظر تجدید مورد چارچوب یک بال کمیته مالی،

 های وام به بخشی عمومیت 2بال  نیازهای پیش آغاز در داد. ارائه شود می شناخته 2بال  که جدید

 اتمؤسس برای را قصور و کوتاهی های پدیده از آگاهی مالی بازار در شدید رقابت و کننده مصرف

 کفایت برای را تری منطقی چارچوب 2 بال است. داده افزایش بالقوه متقاضیان به دادن وام در مالی

کند  تشویق شان ریسک ارزیابی های توانایی در پیوسته به بهبود را ها بانک تا دهد می ارائه سرمایه

 و مسئولین نظارت برای مهمی موضوع مالی درماندگی هشدار سیستم (. ارزیابی5477)همان، 

 کنند. می بازی اقتصاد در مهمی مالی گری واسطه نقش مالی اتمؤسس و دباش می انگذار سرمایه

 به را مالی درماندگی اعتباری، ریسک گذارد. می اثر اقتصاد توسعه سطح روی بر مالی بخش توسعه

 متعاقبا   باشد. می پیشرفته سازی مدل های تکنیک نیازمند آن ارزیابی و کند می تحمیل ها بانک

ند )لین، باش می مواجه آن با مالی اتمؤسس که ماند می باقی عمده تهدیدات از یکی اعتباری ریسک

2009:8833.)  

 

 ها شرکتهاي اعتبارسنجي  تکنیک

ی آماری سنتی و ها روشبرده شده برای ارزیابی ریسک اعتباری به دو گروه  کار بهی آماری ها روش

ی آماری پیشتر و به کرات در ارزیابی ریسک ها روش .شوند می بندی طبقهی هوش مصنوعی ها روش

شامل رگرسیون خطی، آنالیز افتراقی، رگرسیون لجستیک و  ها روشاند. این  اعتباری استفاده شده

ارزیابی ریسک اعتباری خیلی بیشتر  منظور بهی هوش مصنوعی ها روش اخیرا . ندباش میغیره 
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ی هوش مصنوعی ها روشی سنتی را با ها روشای کشف شده تا  و به تازگی ایده اند شدهپیشنهاد 

 (.2016:344شوند )لی و همکاران،  شناخته میی هیبریدی ها مدلترکیب کنند که به نام 

( و 1963:803مایرز و فورگی ) .شد پیشنهاد( 1936:179)  فیشر توسط بار اولین افتراقی آنالیز

( اولین کسانی بودند که از رگرسیون خطی برای ارزیابی ریسک اعتباری استفاده 1970:31اورگلر )

اش استفاده کرد و یکی از  تراقی در مطالعهدل رگرسیون اف( از م1968:590نمودند. آلتمن )

 1چاترجی و بارکون ارائه نمود. Z-Scoreی امتیازدهی اعتباری را به نام ها مدلترین  معروف

گرفتند.  کار بهترین همسایه را در ارزیابی ریسک اعتباری  بار روش نزدیک  ( اولین1970:151)

های کاربردی  که یک مقیاس روی فضای دادهباشد  یک روش ناپارامتریک می ،ترین همسایه نزدیک

گیری کند که چقدر دورتر از کاربردها هستند. مدل رگرسیون لجستیک  کند تا اندازه انتخاب می

رگرسیون  ( ارائه شد.1980:759) 2برای تخمین ریسک اعتباری اولین بار توسط ویگینتون

د زیرا رگرسیون لجستیک باش میخطی  لجستیک بسیار انعطاف پذیرتر از آنالیز افتراقی یا رگرسیون

های اولیه مربوط به متغیرهای مستقل نظیر نرمال بودن توزیع متغیرها، ارتباط خطی یا  پیش فرض

(. ماشین بردار پشتیبان 2001:439، 3واریانس معادل در هر گروه را ندارد )تاباچینک و فیدل

(SVM)4  علت به ( ترویج شد.1995:252) 5کورتس و واپنیک وسیله بهاولین بار در تئوری یادگیری 

دهی اعتباری معرفی ظری، خیلی زود برای مسائل امتیازو مبانی ن بندی طبقهگیری عملکرد کار به

؛ مارتنز و 2007:855؛ هانگ و همکاران، 2003:128شد )برای مثال بائسنس و همکاران، 

 (.2015:529، 8ک و آندریوایائو، کرو؛ 2015:743، 7؛  هریس2007:1475، 6همکاران

ارزیابی ریسک اعتباری وجود دارد  منظور بهی آماری سنتی نیز ها روشگیری کار بهشواهدی از 

 (.2001:998باناسیک وهمکاران، ؛ 1989:31؛ استینیکرس و گووائرتس، 1989:5)بایس و همکاران، 

، عملکرد بهتری در زیرمجموعه آموزش ای شبکهی ها مدل( یافتند که 1998:412و همکاران ) 9دوه

، ANNیک روش ناپارامتریک، یک عیب  عنوان بهیک مدل نسبت به رگرسیون لجستیک دارند. ولی 

یی که ها مدلاین است که ساختار پیچیده تری دارد و تفسیر آن به زبان ساده خیلی نسبت به 

 ANNی پذیر تعمیمقابلیت  هعلاو بهتر است.  مبتنی بر ضرایب، معناداری و غیره هستند سخت

                                                                                                                   
1 Chatterjee & Barcun 
2 Wiginton 
3 Tabachnick & Fidell 
4
 Support Vector Machine 

5 Cortes & Vapnik 
6 Martens 
7 Harris 
8 Yao, Crook & Andreeva 
9 Duh 
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)دوه  2تر از مجموعه آموزش خیلی پائین 1بینی در مجموعه آزمایش محدود است. یعنی عملکرد پیش

 ( است.1998:407و همکاران، 

زیرا در رگرسیون لجستیک نیازی به  تری دارد. یون لجستیک مفروضات کمتر و منعطفرگرس

باشد )تاباچینک و  واریانس معادل در هرگروه نمینرمال بودن متغیرهای مستقل، ارتباط خطی یا 

 (. 2001:439فیدل، 

شود. استفاده  یک جزء از مدل هیبریدی پیشنهادی انتخاب می عنوان بهبنابراین رگرسیون لجستیک 

ی آماری سنتی، ها روشیکی از  عنوان به از رگرسیون لجستیک در ارزیابی دارای دو مزیت است. اولا 

که قابلیت تفسیر بالایی در پارامترها دارد. چون که  شود مییک روش پارامتریک شناخته  عنوان به

های مدل مانند نیکویی برازش، آزمون ضرایب و معناداری متغیرهای ورودی و غیره در  تکنیک

قدرت  ANNدر مقایسه با  علاوه بهند. باش میی رگرسیون لجستیک در دسترس ها مدل

ی رگرسیون پذیر تعمیمتر است. این بدان معنی است که قدرت  قوی 3متقابلش اعتبارسنجی

حال از معایب روش رگرسیون لجستیک این است که صحت د. به هرباش میلجستیک بالاتر 

 (.2002:354، 4ماچادو-بینی آن خیلی بالا نیست )دریسیتل و اوهنو پیش

، ANNیتم ژنتیک، با های هوش مصنوعی، برای مثال، الگور آوری در مقایسه با سایر فن

 عنوان بههای مشابه مشترکی در شناسایی الگوهای آماری با رگرسیون لجستیک دارد و  ریشه

 خاطر به(. 2002:357ماچادو، -)دریسیتل و اوهنو  شود میجه بعدی لحاظ درر دی پذیر تعمیم

 بینی خوبی دارد.  ، توانایی پیشANNتوانایی یادگیری بالای سیستم هوش مصنوعی، 

دهی اعتباری استفاده کردند )برای الیز رگرسیون افتراقی جهت امتیازتعدادی از مطالعات از آن

، 7؛ محمودی و دامن2011:696؛ عبدو و پوینتون، 1998:642، 5مثال، هند، اولیور و لان

ی بی نهایت یا با ها دادهکه رگرسیون افتراقی با نقاط  شود میحال پیشنهاد (. به هر2015:2511

 (.2003:5، 8)مالهوترا و مالهوترا شود میفرض کوواریانس یکسان در یک گروه، باعث اریبی 

 مسألهیک  عنوان بهد توان می( نشان داد که تخمین ریسک اعتباری 2005:63) 9صدیقی

بردن جهت  کار بهسان، رگرسیون لجستیک برای  باینری )صفر و یک( دیده شود و بدین بندی طبقه

                                                                                                                   
1 Testing set 
2 Training set 
3 Cross-Validation 
4 Dreiseitl & Ohno-Machado 
5 Hand, Oliver & Lunn 
6 Abdou & Pointon 
7 Mahmoudi, N., & Duman  
8 Malhotra, R., & Malhotra 
9 Siddiqi 
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، 1ماسری و پوینتون-)عبدو، ای وسیله به  د. این روشباش میتخمین ریسک اعتباری مناسب 

 گرفته شد.  کار به( 2007:1452و همکاران،  3؛ کروک2003:129و همکاران،  2؛ بائسنس2007:7

ی هوش مصنوعی ها روشتوسعه فناوری های اطلاعاتی و محاسباتی،  علت بههای اخیر  در سال

. برای مثال، هانگ، اند شدهگرفته  کار بههای نوظهور برای ارزیابی ریسک اعتباری  وریآ فن عنوان به

ی هوش مصنوعی در امتیازدهی اعتباری بهتر از ها تکنیک( یافتند که 2007:848) 4چن و وانگ

پشتیبان و ترین همسایه، ماشین بردار  ند. الگوریتم ژنتیک، نزدیکباش میی آماری سنتی ها روش

 گرفته شدند. کار بههای عصبی مصنوعی برای مسائل امتیازدهی اعتباری  شبکه

اعتمادی،  ،(2007:847هانگ و همکاران ) وسیله بههای اخیر، الگوریتم ژنتیک  در طی دهه

لین  اند گرفته شده کار به( 2015:2999) 6کوزنیو  (2009:3204) 5انواری رستمی و دهکردی

و رگرسیون لجستیک برای  ANN( اولین نفری بود که در زمینه مالی از ترکیب 2009:8333)

اقتصاد نوظهور استفاده کردند. او صحت مدل  11ی ها دادهبا استفاده از  ها بانکبینی درماندگی  پیش

ی تکی ها مدلکه  درصد ارزیابی کرد. درحالی 80بیش از  و رگرسیون لجستیک را ANNهیبریدی 

 % را نشان دادند.75.3% و 71.2صحتی بین 

 وسیله بهی رگرسیون خطی ممکن است ها مدلدهند که  مطالعات گذشته پیشنهاد می

و  7مفروضات یک رابطه خطی بین متغیرهای ورودی و متغیر خروجی محدود شوند )سوسترسیک

ی ها دادهنقاط  خاطر بهمدل رگرسیون افتراقی ممکن است  علاوه به(. 2009:4736همکاران، 

دچار اریبی شوند یا فرض کوواریانس معادل هر گروه محقق نشود )مالهوترا و مالهوترا،  نهایت بی

زیرا در رگرسیون  تری دارد. یون لجستیک مفروضات کمتر و منعطف(. در مقابل، رگرس2003:5

لجستیک نیازی به نرمال بودن متغیرهای مستقل، ارتباط خطی یا واریانس معادل در هرگروه 

 (. 2001:439د )تاباچینک و فیدل، شبا مین

یک الگوریتم هوش مصنوعی است که اجازه یادگیری را  (ANN)ی عصبی مصنوعی ها شبکه

گیرنده و احتمال نکول اعتباری را تشخیص  های قرض تا رابطه بین ویژگی دهد میتجربه  وسیله به

 ANNدهند که  (. بسیاری از مطالعات پیشین پیشنهاد می2016:344دهد )لی و همکاران، 

، 8برده شود )دسای و همکاران کار بهی مؤثرخیلی  طور بهتواند در ارزیابی ریسک اعتباری  می

                                                                                                                   
1 Abdou, El-Masry, & Pointon 
2 Baesens  
3 Crook  
4 Huang, Chen & Wang 
5 Etemadi, Rostamy & Dehkordi  
6 Kozeny 
7 Šušteršič 
8 Desai 
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 ؛2008:2640؛ سای و وو، 2008:753آنجلینی و همکاران،  ؛1999:320، 1پیراموتو ؛1996:36

 (.2015:3509، 4؛ ژائو و همکاران2015:3، 3؛ سوی دانر و  کوکا داگلی2011:5483، 2خاشمن

شده  ی انفرادی ارائهها مدلی اعتباری هیبریدی از ها مدلاست که  تازگی در ادبیات پیشنهاد شده به

را با چندین  SVMیک مدل  (2010:4902) 5در بالا عملکرد بهتری دارد برای مثال چن و لی

ی آنالیز رگرسیون ها مدلروش دیگر از قبیل آنالیز رگرسیون افتراقی ترکیب کردند آنها یافتند که 

( 2015:296و همکاران ) 6ی تکی دارند. لیانگها مدلعملکرد بهتری نسبت به  SVM -افتراقی 

یابد.  د بهبود میترکیب شوند عملکر SVMیافتند که اگر رگرسیون افتراقی یا الگوریتم ژنتیک با 

 ANNی هیبریدی با الگوریتم ژنتیک و ها مدلدهند که  همچنین مطالعات دیگر پیشنهاد می

؛ اورسکی و 2001:99و همکاران،  8؛ بلانکو2001:592، 7وگناکای  دارند )آریفوویچعملکرد بهتری 

 (.2014:2063، 10؛ اورسکی و اورسکی2013:86و همکاران،  9همدانی؛ 2012:12605همکاران، 

 وسیله بهاساس ادبیات مدل هیبریدی ( بر2016اس پژوهش لی و همکاران )اسپژوهش حاضر بر

ترین روش امتیازدهی اعتباری سنتی، یعنی رگرسیون لجستیک بنا نهاده  با رایج ANNترکیب 

را با روش آماری  ANNوهش حاضر تخمین یک مدل هیبریدی است که ژهدف از پ .است شده

 سنتی یکپارچه می سازد.

سازد.  پارچه می را با رگرسیون لجستیک یک ANN/LOGISTIC، ANNمدل هیبریدی 

 بخشد، سنجی متقابل مدل را بهبود می دربرگیری رگرسیون لجستیک، قابلیت تفسیر و اعتبار

سان مدل هیبریدی  بخشد. بدین صحت مدل پیشنهادی را بهبود می ANNکه استفاده از  درحالی

های تشریح شده  تواند بر نقائص هر دو مدل فائق آید و مزیت می ANN/LOGISTICپیشنهادی 

( بدون محدودیت نیست. قابل 2016:347در بالا را توسعه دهد. اما مدل پیشنهادی لی و همکاران )

ی ها دادهتر با  به دوره یادگیری و آموزش طولانی ، مدل هیبریدی معمولا ANNذکر است به مانند 

  دستیابی به بهترین دقت نیاز دارد. منظور بهکافی 
ها  ( در پژوهشی به ارزیابی ریسک اعتباری مشتریان بانک1394میرغفوری و عاشوری )

 ناپارامتریک روش یک و( لجستیک رگرسیون) پارامتریک روش یک از این تحقیق در پرداختند.

                                                                                                                   
1 Piramuthu 
2 Khashman 
3 Soydaner & Kocadağlı 
4 Zhao 
5 Chen & Li 
6 Liang 
7 Arifovic, J., & Gencay 
8 Blanco 
9 Hamadani 
10 Oreski & Oreski 
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نتایج آنها  .است شده استفاده اعتباری امتیازدهی مدل ایجاد برای( رگرسیون درخت تقسیم و)

  باشند. می پارامتریک یها روش با رقابتی قابل دقت دارای ناپارامتریک یها روشنشان داد که 
( در پژوهشی به ارزیابی ریسک مشتریان حقوقی با استفاده از 1394پرست و همکاران ) صداقت

جان شرقی پرداختند. آنها یافتند که کارآیی های عملکردی در بانک ملت استان آذربای شاخص

بینی کنندگی احتمال عدم نکول تسهیلات را داراست. در مقابل، در  شرکت بیشترین قدرت پیش

 بود. دار معنیهای مالی، تنها اندازه شرکت )فروش(  بین شاخص

 اعتباری ریسک مدیریت " عنوان تحت پژوهشی در( 1396) روحی و اسکندری جعفری

 رویکرد با ژنتیک الگوریتم با بهبودیافته تصمیم بردار ماشین روش از استفاده با مشتریان  بانکی

 وصول نرخ شاخص بینی پیش برای کاوی داده یها روش از استفاده با الگویی به ارائه  "کاوی داده

 مطالبات وصول درصد بینی پیش هدف برای  را بیشتری دقت آنها نتایج. پرداختند مشتریان

  .داد نشان تسهیلات اعطای از قبل بالا مطالباتی ریسک احتمال با قراردادهای
 با مشتریان اعتباری ریسک برآورد" عنوان با پژوهشی در( 1397) رستگار و اصفهانی ناجی

 و ارزیابی به "(ایران در تجاری بانک یک موردی مطالعه) ترجیحات بعدی چند تحلیل از استفاده

 از حاکی نتایج. پرداختند ایران در تجاری بانک یک از تسهیلات متقاضی یها شرکت بینی پیش

  .باشد می بانک مشتریان اعتباری رفتار بینی پیش جهت ترجیحات بعدی چند تحلیل روش کارآیی
 با ها بانک اعتباری ریسک یها مدل ارزیابی " عنوان با را پژوهشی( 1397) جوهری و محمدی

 تکنیک ارائه با  آنها پژوهش این در. رساندند انجام به "مشتریان اخلاقی های ویژگی رویکرد

 مشتریان اعتباری ریسک مدل طراحی برای روش این شرح و بررسی به چندسطحی، یها مدل

. پرداختند مدل در توضیحی متغیر عنوان به مشتریان اخلاقی های ویژگی نمودن لحاظ و ها بانک

 یها ویژگی لحاظ چندسطحی، رویکرد با و لجستیک رگرسیون مدل یک در که داد نشان آنها نتایج

 نظیرسابقه) توضیحی متغیرهای سایر کنار در توضیحی متغیر یک عنوان به مشتریان اخلاقی

 بیان در دتوان می را مهمی نقش ،...( و حقوقی مشتریان مالی های نسبت درآمد، بانک، با همکاری

 .نماید ایفا اعتباری ریسک رفتار

را با مزایا و  ها شرکتگرفته شده برای ارزیابی اعتباری  کار بهی آماری ها مدلکلیه  1جدول 

ی مختلف، علت استفاده این پژوهش از ها مدلدهد. با نگاهی به مزایا و معایب  معایب آنها نشان می

گردد. استفاده از رگرسیون لجستیک قابلیت  مشخص می ANN/LOGISTICمدل هیبریدی 

هادی را بهبود صحت مدل پیشن ANNکه استفاده از  دهد. درحالی ی مدل را افزایش میپذیر تعمیم

 بخشد. می
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 ها روشو بیان مزایا و معایب  ها شرکتي ارزیابي اعتباري ها روشانواع  .1جدول 
 ي آماري سنتيها روش

 معایب مزایا نوع روش

  رگرسیون خطي
محدودیت مفروضات یک رابطه 

 خطی

  رگرسیون افتراقي

فرض کوواریانس یکسان در یک 

گروه در رگرسیون افتراقی باعث 

 شود. ایجاد اریبی می

 لجستیک رگرسیون

 پذیرتر از آنالیز افتراقی یا طافبسیار انع -1

 لجستیک رگرسیون زیرا باشد. رگرسیون خطی می

 مستقل متغیرهای به مربوط اولیه های فرض پیش

 یا خطی ارتباط متغیرها، توزیع بودن نرمال نظیر

 و تاباچینک) ندارد را گروه هر در معادل واریانس

 (.2001:439 ، فیدل

 مزیت دو دارای ارزیابی در لجستیک رگرسیون -2

 سنتی، آماری یها روش از یکی عنوان به اولا . است

 که شود می شناخته پارامتریک روش یک عنوان به

  چون. دارد پارامترها در بالایی تفسیر قابلیت

 آزمون برازش، نیکویی مانند مدل یها تکنیک

 در غیره و ورودی متغیرهای معناداری و ضرایب

 دسترس در لجستیک رگرسیون یها مدل

 قدرت ANN با مقایسه در علاوه به. ندباش می

 بدان این. است تر قوی  متقابلش اعتبارسنجی

 رگرسیون یپذیر تعمیم قدرت که است معنی

 .دباش می بالاتر لجستیک

 تخمین که داد نشان( 2005:63)  صدیقی -3

 مسأله یک عنوان به دتوان می اعتباری ریسک

 و شود دیده( یک و صفر) باینری بندی طبقه

 بردن کار به برای لجستیک رگرسیون سان، بدین

 .دباش می مناسب اعتباری ریسک تخمین جهت

 لجستیک رگرسیون روش معایب از

 آن بینی پیش صحت که است این

 و دریسیتل) نیست بالا خیلی

 (.2002:354 ، ماچادو-اوهنو
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 ي هوش مصنوعيها روش

 معایب مزایا نوع روش

 ماشین بردار پشتیبان
SVM 

  و مبانی نظری خیلی خوب بندی طبقهعملکرد 

ANN 
 هوش سیستم بالای یادگیری توانایی خاطر به

 .دارد خوبی بینی پیش توانایی ،ANN مصنوعی،

 و دارد تری پیچیده ساختار یک -1

 خیلی ساده زبان به آن تفسیر

 بر مبتنی که ییها مدل به نسبت

 هستند غیره و معناداری ضرایب،

 قابلیت علاوه به. است تر سخت

. است محدود ANN یپذیر تعمیم

 مجموعه در بینی پیش عملکرد یعنی

 مجموعه از تر پائین خیلی  آزمایش

 همکاران، و دوه)  آموزش

 .است( 1998:407

( 2016:345) همکاران و لی -2

 عصبی شبکه که دادند پیشنهاد

 یها تکنیک ثبات به نیست ممکن

 .باشد استاندارد آماری

 الگوریتم ژنتیک

پذیری بعد از  درجه بعدی در تعمیم عنوان به

-اوهنو و دریسیتل) رگرسیون لجستیک قرار دارد

 (.2002:357 ماچادو،

 

مدل هیبریدي  
ANN/LOGISTIC 

 هیبریدی مدل صحت( 2009:8333) لین -1

ANN درصد 80 از بیش را لجستیک رگرسیون و 

 بین صحتی تکی یها مدل که درحالی. کرد ارزیابی

 .دادند نشان را% 75.3 و% 71.2

 و تفسیر قابلیت لجستیک، رگرسیون دربرگیری -2

 بخشد، می بهبود را مدل متقابل سنجی اعتبار

 مدل صحت ANN از استفاده که درحالی

 .بخشد می بهبود را پیشنهادی

 هیبریدی مدل ،ANN مانند به

 آموزش و یادگیری دوره به معمولا

 منظور به کافی یها داده با تر طولانی

 .دارد نیاز دقت بهترین به دستیابی

مدل هیبریدي رگرسیون 

 SVM -افتراقي 

 با را SVM مدل یک( 2010:4902)  لی و چن

 افتراقی رگرسیون آنالیز قبیل از دیگر روش چندین

 آنالیز یها مدل که یافتند آنها کردند ترکیب

 نسبت بهتری عملکرد SVM - افتراقی رگرسیون

 همکاران و لیانگ. دارند تکی یها مدل به

 یا افتراقی رگرسیون اگر که یافتند( 2015:296)

 عملکرد شوند ترکیب SVM با ژنتیک الگوریتم

 .یابد می بهبود
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مدل هیبریدي رگرسیون 

 SVM -افتراقي 

 با را SVM مدل یک( 2010:4902)  لی و چن

 افتراقی رگرسیون آنالیز قبیل از دیگر روش چندین

 آنالیز یها مدل که یافتند آنها کردند ترکیب

 نسبت بهتری عملکرد SVM - افتراقی رگرسیون

 همکاران و  لیانگ. دارند تکی یها مدل به

 یا افتراقی رگرسیون اگر که یافتند( 2015:296)

 عملکرد شوند ترکیب SVM با ژنتیک الگوریتم

 .یابد می بهبود

 

 

 شناسي پژوهش روش. 2

 

 (BP)1اصول یک شبکه عصبي پیش خور. 2-1

د. در این مطالعه یک باش می ANNنوعی از الگوریتم هوش مصنوعی در  BP یک شبکه عصبی

یک شبکه عصبی  BP. شبکه عصبی شود میشبکه عصبی پیش خور برای ساخت مدل انتخاب 

 دباش مید که تابع انتقال نورون هایش، تابع سیگموئید باش میخور دو مرحله ای یا چند لایه  پیش

این شبکه د. باش میپیوسته  1و  0. خروجی شبکه بین حجم (2008:31203)آنجلینی و همکاران، 

را محقق سازد. یک  غیرخطید نقشه برداری از ورودی تا خروجی هر تابع توان میعصبی پیش خور 

هان و شبکه سلسله مراتبی سه شبکه عصبی پیش خور معمولی، یک لایه ورودی، یک لایه پن

. ساختار (1996:74؛ میرکین، 2016:345)لی و همکاران،  دباش میای پیش خور لایه خروجی  لایه

 :فرض کنید به تصویر کشیده شده است. 1شبکه در شکل 

𝑎1 ) بردار الگوی ورودی   
𝑘 , 𝑎2  

𝑘 , 𝑎3
𝑘 , … . , 𝑎𝑛 

𝑘 )   = 𝐴𝐾   

𝑌𝑘 و بردار خروجی مطلوب = (𝑦1
𝑘, 𝑦2

𝑘, … , 𝑦𝑛   )
𝑘      .است 

𝐵𝑘 خروجی واحد لایه میانی = (𝑏1
𝑘, 𝑏2

𝑘 , … , 𝑏𝑛   )
𝑘 د.باش می 

 لایه خروجیخروجی واحد 

 است.

𝐶𝑘 = ( 𝑐1
𝑘 , 𝑐2

𝑘 , … . , 𝑐𝑛
𝑘)  𝑘 = 1,2 , … . , 𝑚  

  

 د .باش میi=1,2,…,n ;j= 1,2,…,p [.𝑤𝑖𝑗 ]  های اتصال لایه میانی به لایه ورودی  وزن

    د.باش می j= 1,2,…,p; t= 1,2,…,q .[ 𝑣𝑗𝑡] های اتصال لایه میانی به لایه خروجی وزن

 j= 1,2,…,p{𝜃𝑗.} ; هر واحد لایه میانیآستانه خروجی ارزش 

                                                                                                                   
1 Back Propagation 
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آستانه خروجی ارزش هرواحد لایه خروجی برابر است 

 با   

, t= 1,2,…,q [ 𝛾𝑡] 

تواند به صورت زیر  اساس فرضیات بالا، مراحل یادگیری ویژه یک شبکه عصبی پس انتشار میبر

 (:2بیان شود )شکل 

aهای اتصال لایه میانی به لایه ورودی  مثال وزن ترهای قابل تعدیل. برای(. تنظیم همه پارام

[𝑤𝑖𝑗 اتصال لایه میانی به لایه خروجی ،][ 𝑣𝑗𝑡]  آستانه خروجی ارزش هر واحد لایه میانی{𝜃𝑗 ،}

{ عدد 𝛾𝑡و آستانه بازده مقدار لایه میانی هر واحد از آستانه بازده مقدار لایه بازده هر واحد  }

 .(2016:435؛ لی و همکاران، 2009:8334)لین،  دباش می( -1+و1تصادفی بین )

bآوردن ارزش خروجی هر لایه. فرمول به شرح ذیل  دست بههای ورودی برای  (. محاسبه نمونه

  د.باش می

(1) : 𝑏𝑗
𝑘 = 𝑓[∑𝑤𝑖𝑗𝑎𝑗

𝑘 − 𝜃𝑗], 𝑗 = 1, 2, … , 𝑝 لایه پنهان 

(2)   𝑐𝑡
𝑘 = 𝑓[∑𝑣𝑗𝑡𝑏𝑗

𝑘 − 𝛾𝑡], 𝑡 = 1, 2, … , 𝑝 لایه خروجی: 

c.محاسبه خطا و گرادیان موضعی لایه خروجی .) 

d.تعدیل وزن های لایه خروجی .) 

(3) 𝑣𝑗𝑡(𝑁 + 1) =  𝑣𝑗𝑡(𝑁) + 𝛼𝑑𝑡
𝑘𝑏𝑗

𝑘 , 0 < 𝛼 

 .    دباش می یادگیری ضریب αه در معادله بالا، ک

eتعدیل وزن های لایه پنهان .) 

(4) 𝑤𝑖𝑗(𝑁 + 1) =  𝑤𝑖𝑗(𝑁) + 𝛽𝑒𝑗
𝑘𝑎𝑖

𝑘 , 𝛽 < 1 

 د.باش میضریب یادگیری  βه در معادله بالا، ک

f.)  تا زمانی که به صحت و دقت مورد نظر برسد. دهد میشبکه به یادگیری ادامه  

(5) 𝐸(𝑡) =
1

2
∑ ∑ (𝑦𝑖 − 𝑐𝑖)

2𝑞
𝑖=1

𝑚
𝑘=1   
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 ساختار یک شبکه عصبي پیش خور .1شکل 

 (2016:346منبع: لی و همکاران )
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  بلی     

 

 

 

 

     

 

 

 

 

 

 . مراحل یادگیري ویژه یک الگوریتم پس انتشار براي شبکه عصبي پیش خور2شکل 

 (2016:346منبع: لی و همکاران )

 : شروع 1گام 

 : محاسبه مقادیر خروجی هر لایه2گام 

خطا و گرادیان : محاسبه مقادیر 3گام 

 موضعی هر لایه خروجی

 تعدیل وزن های لایه خروجی: 4گام 

 تعدیل وزن های لایه پنهان: 5گام 

E

 

آیا نیاز به 

تنظیمات غیر 

 آموزشی دارد؟

 خیر

E < Emax 

 بلی

 خیر

 پایان
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ترین تندروش  که در اصل BP. الگوریتم شود میکامل  BP، فرآیند یادگیری از فرآیند بالا بعد

کند )گرادیان منفی(. با این  ها را در جهت تندترین کاهش تنظیم می . وزندباش می 1کاهش گرادیان

یابد و همگرایی خیلی  میمتوجه شد اگر چه گرادیان منفی خیلی سریع کاهش  توان میوجود ، 

 (.1998:48و همکاران،  2)ژانگ شود میسریع تولید ن

 

 اصول رگرسیون لجستیک  .2-2

تا مدل را تخمین بزند.  مدل  کند میاستفاده  نمایی درسترگریسیون لجستیک از روش حداکثر 

 .(2009:8334؛ لین، 2016:347)لی و همکاران،  رگریسیون لجستیک به شرح زیر خواهد بود

(6) 𝑝𝑖 = 𝑝(𝑦𝑖 = 1|𝑥1𝑖, 𝑥2𝑖, … , 𝑥𝑘𝑖)

=
exp (𝛼 + 𝛽1𝑥1 + ⋯ + 𝛽𝑘𝑥𝑘)

1 + exp (𝛼 + 𝛽1𝑥1 + ⋯ + 𝛽𝑘𝑥𝑘)
 

 

=
𝑒𝛼+∑ 𝛽𝑗

𝑘
𝑗=1 𝑥𝑗𝑖

1 + 𝑒𝛼+∑ 𝛽𝑗
𝑘
𝑗=1 𝑥𝑗𝑖

 

 

است پس احتمال شرطی شرکت بدون  0مالی برابر  تصور کنید شرکت بدون ریسک اعتبار

𝑦𝑖ریسک اعتبارمالی ) = 𝑝(𝑦𝑖(  برابر است با : 0 = 0|𝑥1𝑖, 𝑥2𝑖, … . . , 𝑥𝑘𝑖) = 1 − 𝑝𝑖 

 :شاهد احتمال زیر بود توان میبنابراین 

(7) 𝑝(𝑦𝑖) = 𝑝𝑖
𝑦𝑖(1 − 𝑝𝑖)

1−𝑦𝑖 
 

𝑦𝑖که  = 𝑦𝑖یا یرایر با   0 = ند باش میاینکه همه مشاهدات مستقل  خاطر بهد. باش می 1

 د با:                                          باش میبنابراین احتمال توام آنها برابر 

(8) 
𝐿(𝜃) = ∏ 𝑝𝑖

𝑦𝑖(1 − 𝑝𝑖)
1−𝑦𝑖

𝑛

𝐼=1

 

 

)لی و همکاران، لگاریتمی به صورت زیر است  نمایی درستبرای ساده کردن محاسبه ، تابع      

2016:347)  : 

                                                                                                                   
1 Gradient Steepest Descent 
2  Zhang 
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ln[ 𝐿(𝜃)] = ln [∏ 𝑝𝑖

𝑦𝑖(1 − 𝑝𝑖)
1−𝑦𝑖

𝑛

𝐼=1

] 

 

 
= ∑[𝑦𝑖 ln(𝑝𝑖) + (1 − 𝑦𝑖)

𝑛

𝑖=1

ln(1 − 𝑝𝑖)] 

 = [𝑦𝑖 ln (
𝑝𝑖

1 − 𝑝𝑖
) + ln(1 − 𝑝𝑖)] 

 

 
= ∑ 𝑦𝑖(𝛼 + 𝛽𝑥𝑖) + ln(1 −

𝑛

𝑖=1

𝑒𝛼+∑ 𝛽𝑗
𝑘
𝑗=1 𝑥𝑗𝑖

1 + 𝑒𝛼+∑ 𝛽𝑗
𝑘
𝑗=1 𝑥𝑗𝑖

) 

 

(9) = ∑ [𝑦𝑖(𝛼 + 𝛽𝑥𝑖) + ln(1 + 𝑒𝛼+∑ 𝛽𝑗
𝑘
𝑗=1 𝑥𝑗𝑖𝑛

𝑖=1 )]y 
 

و    αاز پارامترهای  نمایی درستثر کند و تخمین حداباش میلگاریتمی  نمایی درستاینها توابع 

𝛽𝑗(𝑗 = 1 … 𝑘) همان،  یم به تابع احتمال زیر برسیمتوان میآیند. در نتیجه ما  به دست می(

347): 

(10) 𝜕 ln[𝐿(𝜃)]

𝜕𝛼
= ∑ [𝑦𝑖 −

𝑒𝛼+∑ 𝛽𝑗
𝑘
𝑗=1 𝑥𝑗𝑖

1 + 𝑒𝛼+∑ 𝛽𝑗
𝑘
𝑗=1 𝑥𝑗𝑖

]

𝑛

𝑖=1

 

 

(11) 𝜕 ln[𝐿(𝜃)]

𝜕𝛼
= ∑ [𝑦𝑖 −

𝑒𝛼+∑ 𝛽𝑗
𝑘
𝑗=1 𝑥𝑗𝑖

1 + 𝑒𝛼+∑ 𝛽𝑗
𝑘
𝑗=1 𝑥𝑗𝑖

]

𝑛

𝑖=1

𝑥𝑖 

 

K+1  معادله برای تخمینα    و𝛽𝑗(𝑗 = 1 … 𝑘) گیرد. این فرایند تخمین  مورد محاسبه قرار می

 است. نمایی درستحداکثر 

 

 ANN/LOGISTICمدل هیبریدي . 2-3

)لی و همکاران،  دباش میدر این پژوهش به شرح ذیل  ANN/LOGISTICآموزش مدل هیبریدی 

 :(1395:164؛ قاسمی و دنیایی هریس، 2016:347
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حذف مشکلات هم خطی  منظور بهمرحله اول: تجزیه و تحلیل اجزای اصلی با متغیرهای مستقل 

. مدل رگرسیون لجستیک شود میسپس رگرسیون لجستیک با اجزای اصلی و متغیر وابسته اجرا 

یک  عنوان به بینی پیشکند. مقادیر احتمال  رگرسیون لجستیک را فراهم می بینی پیشاحتمال 

  .شود متغیر جدید تحت عنوان نتایج رگرسیون لجستیک تعریف می

ورودی و متغیر وابسته  عنوان بهمرحله دوم: آموزش شبکه عصبی پایه با متغیرهای مستقل 

شبکه عصبی، نتایج شبکه عصبی مصنوعی  وسیله بهفراهم شده  بینی پیشخروجی. احتمال  عنوان به

 .شود نامگذاری می

وزش شبکه عصبی نهایی با اجزای اصلی، نتایج رگرسیون لجستیک و نتایج مرحله سوم: آم

 خروجی. عنوان بهها و متغیر وابسته )متغیر ریسک اعتباری(  ورودی عنوان بهشبکه عصبی مصنوعی 

به تصویر کشیده شده  3در شکل  ANN/LOGISTICفرایند مدل هیبریدی ریسک اعتباری 

 .یه دوم لایه پنهان و آخرین لایه، لایه خروجی استاست. لایه اول لایه ورودی است. لا

 

 هاي اعتبار شاخص .2-4

)لی و همکاران، توسط  بخشیی مختلف، چندین شاخص اعتبار ها مدلمقایسه عملکرد  منظور به

 است. تعریف شده  (2011:5478؛ خاشمن، 2016:347

 

 1(MSE)خطاي مجذور میانگین  .2-4-1

MSE   معادله ذیل  وسیله بهد عملکرد مدل را توضیح دهد که توان مییکی از نشانگرهاست که

 شود.  محاسبه می

(12) 
𝑀𝑆𝐸 =

1

𝑛
∑(Ŷ𝑖 − 𝑌𝑖)

2                             
𝑛

𝑖−1

 

 

n هاست ، تعداد مجموعه دادهŶ𝑖  مدل است . بینی پیشارزش𝑌𝑖   ارزش مشاهده شده است که

 کمتر باشد، عملکرد مدل، بهتر است. MSEهرچه مقدار 

 

 

 

 

                                                                                                                   
1 Mean Squared Error 
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 ANN/LOGISTIC. فرایند مدل هیبریدي ریسک اعتباري 3شکل 

 (2016:347منبع: لی و همکاران )

 

 Rضریب  .2-4-2

عنوان ریشه  هب   Rها و اهداف است.  شاخص دیگری برای تشریح رابطه بین خروجی  Rضریب 

 .شود میتفاوت بین یک و خطای میانگین مجذور نرمال شده است که به صورت زیر بیان 

(13) 
𝑅 = √1 − 𝑁𝑀𝑆𝐸1 

NMSE  درواقعMSE  هرچه مقدار نرمال شده است .R دهنده این است که  شد نشانبالاتر با

 مدل ما بهتر است.

 

                                                                                                                   
1 Normalized Mean Squared Error 

X1 

X2 

X3 

. 

. 

. 

. 

. 

Xn 

تجزیه و تحلیل 

 اجزای اصلی
PC1 

PC2 

PC3 

. 

. 

PCn 

رگرسیون 

 لجستیک

شبکه عصبی 

 مصنوعی

نتایج 

رگرسیون 

 لجستیک

نتایج شبکه 

عصبی 

 مصنوعی

مدل 

 هیبریدی
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 (Accuracy Rate)میزان صحت  .2-4-3

تعداد  عنوان بهکند. میزان دقت  میبینی مدل را بیان  توانایی پیش میزان صحت، نشانگری است که

های صحیح در دو گروه مختلف تقسیم بر تعداد کل نمونه هاست که مطابق معادله  بینی کل پیش

 .می آید دست بهذیل 

(14) 𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑝1+𝑝2

𝑧1+𝑧2
× %100    

𝑝1  صحیح در گروه های فاقد اعتبار و  بینی پیشتعداد𝑝2  های صحیح در  بینی پیشتعداد

 .دهای دارای اعتبار هستن تعداد گروه𝑧2 های فاقد اعتبار و  تعداد گروه  𝑧1 ، اعتبارهای دارای  گروه

 

 هاي پژوهش  فرضیه .2-5

ی عصبی مصنوعی در ارزیابی ریسک ها شبکهمدل رگرسیون لجستیک و مدل  اعتباربین  -1

 دارد.ی تولیدی پذیرفته شده در بورس اوراق بهادار تهران تفاوت وجود ها شرکتاعتباری 

ی ها شرکتمدل رگرسیون لجستیک و مدل هیبریدی در ارزیابی ریسک اعتباری  اعتباربین  -2

 تولیدی پذیرفته شده در بورس اوراق بهادار تهران تفاوت وجود دارد.

ی عصبی مصنوعی و مدل هیبریدی در ارزیابی ریسک اعتباری ها شبکهمدل  اعتباربین  -3 

 در بورس اوراق بهادار تهران تفاوت وجود دارد.ی تولیدی پذیرفته شده ها شرکت

 

 پژوهشجامعه آماري  .2-6

که قبل از  شده در بورس اوراق بهادار تهران ی پذیرفتهها شرکتجامعه آماری پژوهش شامل کلیه 

ی بورسی باقی مانده باشند ها شرکتجزء  1395در بورس پذیرفته شده و تا پایان سال  1389سال 

 باشند. شرایط زیر میبعد از اعمال 
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 گري جامعه آماري پژوهش فرآیند غربال .2جدول

 ها شرکتتعداد  ها فرآیند گردآوري داده

ی پذیرفته شده در بورس که قبل از ها شرکتکلیه 

 95در بورس پذیرفته شده و تا پایان سال  89سال 

 در بورس تداوم فعالیت داشته باشند.

335 

ی ها شرکتات مالی، مؤسسها و  شود: بانک کسر می

 های مالی ها و سایر واسطه ی، هلدینگگذار سرمایه
(65) 

با پایان سال مالی به غیر از  ها شرکتشود:  کسر می

 اسفند 29
(143) 

یی که در طول دوره تحقیق ها شرکتشود:  کسر می

 تغییر سال مالی یا تغییر فعالیت داشته باشند
(5) 

ماه  3یی که نماد آنها بیش از ها شرکتشود:  یکسر م

 در بورس متوقف شده باشد.
(17) 

های مالی ناقص در  با داده ها شرکتشود:  کسر می

 های پژوهش مورد متغیر
(15) 

 90 در تجزیه و تحلیل نهایی ها شرکتتعداد 

 

های تحقیق  فرضیهشرکت برای انجام آزمون  90، تعداد اعمال شرایط فوقدر نهایت پس از 

 انتخاب شدند.

 

 متغیرهاي پژوهش .2-7

 

 متغیر وابسته .2-7-1

( این متغیر را یک متغیر 2016د. لی و همکاران )باش میمتغییر وابسته این تحقیق ریسک اعتباری 

عدد صفر و ، آن متغیر ی که اگر شرکت دارای ریسک اعتباری باشدطور بهموهومی در نظر گرفتند 

هایشان  یی را که در پرداختها شرکتآنها  گیرد. به آن متغیر تعلق می صورت عدد یکاین  غیر در

ورشکستگی در  خاطر بههایشان نباشند، ورشکسته باشند و یا  نکول داشتند، قادر به پرداخت بدهی

مشکلات  علت بهی دارای ریسک اعتباری در نظر گرفتند. ها شرکتمراحل آخر تصفیه باشند را 

یی دارای ریسک ها شرکتگیری از نظر خبرگان،  با بهره اطلاعاتی، در این پژوهشافشای چنین 

درصد باشد. اگر  60های جاری به فروش آنها بیش از  که بدهی اند شدهاعتباری در نظر گرفته 
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های جاری به فروش  و در غیر اینصورت یعنی اگر بدهی 1ریسک اعتباری باشد عدد شرکت دارای 

 شود. رصد باشد عدد صفر در نظر گرفته مید 60شرکت کمتر از 

 

 هاي مستقل متغیر .2-7-2

در مقاله خود ( 2011اند. عبدو و پوینتون ) اساس مطالعات پیشین انتخاب شدههای مستقل بر متغیر

که سودآوری شرکت و ساختار سرمایه به کرات  در مورد ریسک اعتباری به این نکته اشاره نمودند

( شواهدی را 2007بینی ریسک اعتباری مورد استفاده قرار گرفتند. بلوواری و همکاران ) برای پیش

های نقدینگی شرکت از جمله نسبت جاری بیشترین مورد استفاده را  گزارش کردند که نسبت

( یافت که 1998اند. کوله ) ن داشتهاعتباری در مطالعات پپیشییک فاکتور ریسک  عنوان به

. در این باشند مؤثرتوانند برای سنجش اعتباری شرکت  میهای شرکت از قبیل سایز،  ویژگی

شوند:  می جنبه انتخاب 5( متغیرهای مستقل از 2016اساس پژوهش لی و همکاران )پژوهش بر

های  دینگی شرکت، نسبتقهای ن شرکت، ساختار سرمایه شرکت، نسبت های سودآوری نسبت

 است. آمده 1جدول های شرکت. شرح کامل متغیرهای پژوهش در  فعالیت شرکت و ویژگی
 

 شرح متغیرهاي پژوهش .3جدول

 تعریف متغیرها متغیرهاي تحقیق

 ریسک اعتباري

های  که بدهی اند شدهیی دارای ریسک اعتباری در نظر گرفته ها شرکت

درصد باشد. اگر شرکت دارای ریسک  60جاری به فروش آنها بیش از 

های جاری به  و در غیر اینصورت یعنی اگر بدهی 1اعتباری باشد عدد 

 شود. درصد باشد عدد صفر در نظر گرفته می 60فروش شرکت کمتر از 

  هاي سودآوري نسبت

ROA
1

 های کل شرکت نسبت سود خالص به دارایی 

ROCE
2

 
نسبت سود قبل از بهره و مالیات به سرمایه به خدمت درآمده )دارایی کل 

 جاری( بدهی –

ROE
3

 نسبت سود خالص به حقوق صاحبان سهام 

EBIT_ASST
4

 نسبت سود قبل از بهره و مالیات به دارایی کل 

  

                                                                                                                   
1 Return on Assets 
2
 Return on Capital Employed 

3 Return on Equity 
4 Earnings Before Interest and Taxation to Total Assets. 
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  هاي فعالیت نسبت

A_TURN
1

 ها فروش )درآمد عملیاتی( به خالص دارایینسبت  

SALE_A
2

 به دارایی کل )درآمد عملیاتی( نسبت فروش 

  نسبت نقدینگي

CURRENT
3

 نسبت دارایی جاری به بدهی جاری 

  ساختار سرمایه

LEVERAGE_A
4

 نسبت بدهی کل به دارایی کل 

LEVERAGE_E
5

 نسبت بدهی کل به حقوق صاحبان سهام 

LTTA
6

 نسبت بدهی بلند مدت به دارایی کل 

STTA
7

 بدهی جاری به دارایی کلنسبت  

APR
8

 های پرداختنی به دارایی کل نسبت حساب 

ARR
9

 های دریافتنی به دارایی کل نسبت حساب 

TANGIBLE
10

 کل  های مشهود به دارایی نسبت دارایی 

WORING_TASST
11

 نسبت سرمایه در گردش به دارایی کل 

  هاي شرکت ویژگي

SIZE_A
12

 شرکتهای کل  لگاریتم طبیعی دارایی 

ANN_RESULT
13

 
 عنوان بهبینی شبکه عصبی مصنوعی با متغیرهای اصلی  احتمالی پیش

 ورودی

LOGISTIC_RESULT
14

 
بینی مدل رگرسیون لجستیک با متغیرهای آنالیز اجزای  احتمال پیش

 ورودی عنوان بهاصلی 

 

                                                                                                                   
1 Asset Turnover Ratio 
2 Sales to Total Assets 
3 Current Ratio 
4 Leverage based on Total Assets 
5 Leverage based on Equity 
6 Long Term Debt to Total Assets 
7 Short Term Debt to Total Assets 
8 Accounts Payable Ratio 
9 Accounts Receivable Ratio 
10 Tangible Assets to Total Assets 
11 Working Capital to Total Assets 
12 Size based on Total Assets 
13 Artificial Neural Network Result 
14 Logistic Regression Result 
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و مطالعه  Codal.irمتغیرهای پژوهش با استفاده از نرم افزار ره آورد نوین و مراجعه به سایت 

گزارش حسابرس مستقل و بازرس قانونی هر شرکت برای پایان هر سال مالی استخراج شده و 

 افزار متلب صورت گرفته است. با استفاده از نرم ها دادهتجزیه و تحلیل 

 

 هاي پژوهش  یافته .3

 

 ي عصبي مصنوعيها شبکه ي رگریسیون وها مدلمقایسه نتایج  .4جدول 

 حاصل از مدل رگرسیون لجستیکنتایج 
ي عصبي ها شبکهنتایج حاصل از مدل 

 مصنوعي

42971/0 R 47628/0 R 

26641/0 MSE 28694/0 MSE 

3589/73 Accuracy 1935/75 Accuracy 

 

 بینی پیشقدرت  دهنده نشانکه  Rفرمایید ضریب  ملاحظه می 4جدول طور که در  همان

ی عصبی مصنوعی نسبت به مدل رگرسیون لجستیک بالاتر است ولی ها شبکهباشد در مدل  می

MSE فرمایید که  تر باشد بهتر است در اینجا ملاحظه می هر چه پایینMSE  ی ها شبکهمدل

د و این یک نکته منفی برای مدل باش میعصبی مصنوعی بالاتر از مدل رگرسیون لجستیک 

مدل   Accuracy د و ضریب باش میستیک ی عصبی مصنوعی نسبت به مدل رگرسیون لجها شبکه

دقت بیشتر  د که نشانگرباش میی عصبی مصنوعی ها شبکهتر از مدل  رگریسیون لجستیک پایین

 د .باش میاز مدل رگریسیون لجستیک  مدل شبکه عصبی مصنوعی

 

 ي رگریسیون و هیبریديها مدلمقایسه نتایج  .5جدول 

 نتایج حاصل از مدل هیبریدی نتایج حاصل از مدل رگریسیون لجستیک

42971/0 R 51695/0 R 

26641/0 MSE 22722/0 MSE 

3589/73 Accuracy 2782/77 Accuracy 

  

 بینی پیشقدرت  دهنده نشانکه  Rفرمایید ضریب  ملاحظه می 5جدول طور که در  همان

هر چه  MSEد در مدل رگریسیون لجستیک نسبت به مدل هیبریدی کمتر است ولی باش می
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مدل رگرسیون لجستیک بالاتر از  MSEفرمایید که  تر باشد بهتر است در اینجا ملاحظه می پایین

د و این یک نکته منفی برای مدل رگریسیون لجستیک نسبت به مدل باش میمدل هیبریدی 

جستیک نسبت به مدل هیبریدی مدل رگریسیون ل  Accuracy د و ضریب باش میهیبریدی 

 د .باش مید که نشانگر دقت بیشتر مدل هیبریدی  از مدل رگریسیون لجستیک باش میتر  پایین

 

 ي عصبي مصنوعي و هیبریديها شبکهي ها مدلمقایسه نتایج  .6جدول 

 نتایج حاصل از مدل هیبریدی ی عصبی مصنوعیها شبکهنتایج حاصل از مدل 

47628/0 R 51695/0 R 

28694/0 MSE 22722/0 MSE 

1935/75 Accuracy 2782/77 Accuracy 

 

 بینی پیشقدرت  دهنده نشانکه  Rفرمایید ضریب  ملاحظه می 4جدول طور که در  همان

هر  MSEتر است ولی  نوعی نسبت به مدل هیبریدی  پایینی عصبی مصها شبکهباشد در مدل  می

ی عصبی مصنوعی ها شبکهمدل  MSEفرمایید که  تر باشد بهتر است در اینجا ملاحظه می چه پایین

ی عصبی مصنوعی نسبت ها شبکهد و این یک نکته منفی برای مدل باش میبالاتر از مدل  هیبریدی 

ی عصبی مصنوعی نسبت به مدل ها شبکهمدل   Accuracy د و ضریب باش میبه مدل هیبریدی 

ی عصبی ها شبکهد که نشانگر دقت بیشتر مدل هیبریدی  از مدل باش میتر  پایین هیبریدی

 . دباش میمصنوعی 

 

 ارزیابي نشانگرها .7جدول 

 مدل هیبریدی نشانگرها
مدل رگریسیون 

 لجستیک

ی عصبی ها شبکهمدل 

 مصنوعی

MSE 22722/0 26641/0 28694/0 

 R 51695/0 42971/0 47628/0ضریب 

Accuracy 2782/77 3589/73 1935/75 

 

ی ها شبکه یها مدلایم، مدل هیبریدی در مقایسه با  در اررزیابی سه نشانگر بالا متوجه شده

تر و درست عمل  جستیک در سنجش ریسک اعتباری دقیقعصبی مصنوعی و مدل رگریسیون ل

 .کند می
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 گیري  نتیجه .4

توجه به هدف این تحقیق که بررسی دقت مدل هیبریدی ریسک اعتباری، در اعطای وام برای با

ی ها شرکتی تولیدی پذیرفته شده در بورس اوراق بهاداراست با استفاده از اطلاعات ها شرکت

در فرضیه اول پژوهش ( است. 1389-1395) های تولیدی در بورس اوراق بهادار تهران طی سال

 ی رگرسیون لجستیک و شبکه عصبی مصنوعی را مورد آزمون قرار دادیم و نتیجه گرفتیمها مدل
 ولی باشد می لجستیک رگرسیون از بالاتر مصنوعی عصبی شبکه صحت و دگیکنن بینی پیش قدرت

باشد که این امر تنها نقطه مثبت در  می کمتر لجستیک رگرسیون در میانگین مجذور خطای

رگرسیون لجستیک در مقایسه با شبکه عصبی مصنوعی بود. در فرضیه دوم مدل رگرسیون 

لجستیک و مدل هیبریدی را مورد ارزیابی قرار دادیم و نتیجه گرفتیم مدل هیبریدی در همه 

های شافر  دوم با یافتهها از مدل رگرسیون لجستیک برتری داشت. نتایج حاصل از فرضیه  آیتم

( مطابقت دارد. و در نهایت در فرضیه سوم مدل شبکه عصبی مصنوعی و مدل 2008:103)

هیبریدی را مورد مقایسه قرار دادیم و نتیجه گرفتیم که مدل هیبریدی از مدل شبکه عصبی 

مجذور  کنندگی وصحت بالاتر و از نظر خطای بینی پیشمصنوعی در همه موارد یعنی از نظر قدرت 

با مطالعات پیشین مطابقت دارد )برای مثال:  های پژوهش کاملا  تر است. یافته میانگین پایین

. نتایج تحقیق (2016:351؛ لی و همکاران، 2009:8333لین، ؛  2002:354 ، ماچادو-اوهنو و دریسیتل

ک در ارزیابی ریس ANN/LOGISTICدهند که مدل هیبریدی  نتایج این پژوهش پیشنهاد می

باشد. حداقل این پژوهش  تر می ی پذیرفته شده در بورس اوراق بهادار تهران دقیقها شرکتاعتباری 

تری  ی دارای ریسک اعتباری، نسبت سودآوری پایینها شرکتدهد که به احتمال بیشتری  نشان می

های  بالاتر و نسبت ها شرکتی بدون ریسک اعتباری دارند. همچنین اهرم این ها شرکتنسبت به 

ی دارای ها شرکت علاوه بهباشد  ی بدون ریسک اعتباری کمتر میها شرکتفعالیت آنها نسبت به 

ند. این باش میی بدون ریسک اعتباری ها شرکتتر از  تر و بزرگ یسک اعتباری به احتمال زیاد جوانر

بوده است ی آماری سنتی متمرکز ها روشمطالعه از جهت اینکه مطالعات گذشته در ایران تنها روی 

ی آماری سنتی ها روشکند که گنجاندن  باشد. علاوه بر این، پژوهش حاضر ثابت می حائز توجه می

ی عصبی ها شبکهبرای مثال رگرسیون لجستیک به ارتقای صحت فناوری های هوشمند مثل 

کاربردهای  ANN/LOGISTICکند. مدل هیبریدی  ی اعتبارسنجی کمک میها مدلمصنوعی در 

های هوشمند در  وریآ د که فنباش میهای اصلی حسابداری و مالی  سنجی از حوزه اعتبارعملی دارد. 

در ارزیابی اعتباری  ANN/LOGISTICاستفاده از مدل هیبریدی  شود میگرفته  کار بهآن 

بهره ها و در نتیجه کاهش نرخ  تواند منجر به کاهش کفایت سرمایه بانک همچنین می ها شرکت
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در پایان  نماید. ها برای جذب مشتریان فراهم می ها شود و اینکه فضای رقابتی را برای بانک بانک

 گیرند. نتایج فرضیات پژوهش به تفکیک مورد بحث قرار می
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